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Abstract. The Internet-of-Things (IoT) ushers in a new age where the
variety and amount of connected, smart devices present in the home
is set to increase substantially. While these bring several advantages in
terms of convenience and assisted living, security and privacy risks are
also a concern. In this article, we consider this risk problem from the
perspective of technology users in the smart home, and set out to provide
a usable framework for modelling security and privacy risks. The novelty
of this work is in its emphasis on supplying a simplified risk assessment
approach, complete with typical smart home use cases, home devices, [oT
threat and attack models, and potential security controls. The intention
is for this framework and the supporting tool interface to be used by
actual home users interested in understanding and managing the risks in
their smart home environments.
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1 Introduction

Technology has had an enormous impact on our world today. Amongst other
things, it has greatly advanced commerce, healthcare, travel, and office and
home life. The Internet-of-Things (IoT) is the next significant paradigm set to
progress technology even further. It describes a reality where every day ‘things’
are all connected, working together towards some grander purpose. As the popu-
larity of IoT has grown, so too has the focus on maintaining security and privacy.
There have been various articles reflecting on these properties across several IoT
contexts, some emphasising their need (e.g., via susceptible vulnerabilities and
attacks) and open issues, and others proposing potential solutions for current
and future challenges [1]. While these are excellent points of reference, their
detail and perspective make them somewhat difficult to apply and use when en-
gaging in practical security tasks, such as risk analysis. Here, we refer especially
to cases where one wishes to use such topical reference points along with other
information (e.g., network setups) to model the risk in a particular IoT deploy-
ment. Moreover, to engage with, and communicate that security or privacy risk
to others, for instance, typical users in that environment.
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In this paper therefore, we aim to outline a framework, supported by a pro-
totype interface, to allow the modelling and analysis of the security and privacy
risks in IoT deployments; this framework builds on and seeks to apply previ-
ous research including our own [1, 2]. A central goal of the framework is to
be usable, that is, to provide a simple and intuitive way for common users of
IoT technology to model the risks they may face. We scope this work especially
to the context of smart homes (i.e., homes with deployed IoT devices) for two
reasons. First, the prevalence of, therefore risk faced by, these homes is set to
drastically increase in the future, motivated by governments (e.g., smart meters
in the UK), supported living (e.g., health-related devices), and convenience (e.g.,
smart locks and lights). Secondly, we believe there is great value in providing a
usable framework that can potentially be employed by a variety of individuals
(including non-experts) to have some abstract model of the risks they may face
in using IoT at home. This could even assist with issues of risk awareness (as
outlined in [3]) in that environment.

To achieve the goals mentioned above, this paper is structured as follows.
Section 2 will reflect on the research conducted on the smart home generally,
and then from a security and privacy risk perspective. This will help to form
an understanding of the current state of the art and highlight key challenges
to achieving security and privacy in the smart home. Section 3 presents the
core contribution of the article, i.e., the framework. Here, we motivate the need
for such a framework, and introduce the modelling process which defines its.
We further explain the context where it may be best used, the risk management
foundation on which it is based, and the key features likely to increase its usabil-
ity. Next, in Section 4, we apply the framework to a home scenario to exemplify
how it can be used. This section also demonstrates the interface that can support
individuals in the actual application task. Section 5 reflects on the framework
and its goals, also considering the first impressions of prospective users; this is
the important step of framework refinement. Finally, we conclude and present
the next steps in this work in Section 6.

2 The smart home and its security and privacy risks

Research on smart cities and smart homes has been under way since the con-
ception of the IoT itself. While smart cities tend to be directly driven by gov-
ernments and corporations (e.g., smart grids, transport and waste collection),
smart homes represent a domain where public consumers have great choice and
flexibility. Early research on smart homes sought to digitally engineer home life
by proposing sets of adapted appliances likely to be useful [4]. These included
smart pens, wardrobes, sofas, refrigerators and windows. Since that work, re-
search in this space has specialised, and can be split into three key areas: home
automation, home monitoring and security, and assisted living.

Home automation focuses on streamlined control of home devices such as
adaptive lighting, heating and appliances. Whilst industry has aimed to produce
clearly defined products, such as the Google Nest thermostat, Belkin’s WeMo
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range, and Phillips Hue smart lights, research has sought to consider the full
range of systems that could be implemented in the home. For instance, Han et
al. [5] propose a home energy system design, using popular IoT protocols IEEE
802.15.4 and ZigBee, to provide intelligent services to home users. This includes
a multi-sensing, heating and air-conditioning system and actuation application.

The domain of Home monitoring and security emphasises safety and secu-
rity as key aspects in the home. Products available in this domain include WiFi
cameras, motion detectors and smart door locks. Within research, some of the
more noteworthy developments span smart home surveillance systems (e.g., pro-
posals for intelligent, real-time remote monitoring tools [6]) to smart door locks
with added security (e.g., two factor authentication smart lock solutions [7]). In
particular, there has been a good stream of research in terms of assisted living
technologies for the smart home. These aim to support individuals, such as the
elderly or disabled, in a range of tasks [8].

With such a variety of technology now available for, and present in the smart
home, individuals are increasingly at risk. For instance, smart locks meant to
authenticate only individuals carrying certain pre-allowed devices, may fail (or
be hacked remotely) thus resulting in authorised access to home properties.
Moreover, as we have seen in the news, smart fridges have already been used
to launch spam attacks [9], and smart TVs may be compromised to allow an
attacker full remote control and access to the TV’s camera and microphone [10].
Risks relating to security, privacy and dependability of smart home setups has
been considered broadly in research, such as Brush et al. [11] and industry,
in Kaspersky Labs [12]. While the research article highlights the issues and
risks that home users face with these smart devices, the second reports on a
more practical assessment of smart home devices and the serious risks that were
uncovered (e.g., exposure of passwords and remote device control). These are
two of the many articles discussing the range of risks facing the smart home.

In response to the risks, numerous proposals have surfaced. Busnel and
Giroux [13] for example, propose a solution that uses security patterns applied
to the smart home. A privacy framework is outlined in other work that seeks to
support mobile health and home-care systems [14]. Furthermore, research has
considered how the cloud service management principles of risk and contextual-
ization can help solve the challenges of emerging smart home devices [15].

One area that has not received much focus however, is that of engaging with
the individuals in the smart home on the risks they face through the use of
smart home technology devices. This is a subtly different problem to that which
is covered in existing research (e.g., [16]) on the usability of security aspects in
smart home devices. This is because it is more interested in enabling users to
gain an abstract model of the risks that may be present in the use of IoT in
their homes. Kumar et al. propose an approach somewhat similar to this with
their technique to visualise digital home safety, however, the extent to which
users are involved in the process and understand the risk output presented is
not clear [17]. We believe that this is a key part of research yet to be tackled
and hence why we aim to explore it in this paper.
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3 Framework to support risk modelling in the smart home

A key goal our framework is to keep users in loop with regards to the security
and privacy risks of smart home technologies. We appreciate that this is not a
task all users will be interested in, however, for those non-experts in the home
that are and have basic security and privacy knowledge, this framework could be
especially useful. The framework consists of a process to model risks that draws
inspiration from several risk assessment approaches [18]. As risk management
and assessment are established fields with clear process and structure, we do not
seek to replace them, but rather to provide thin layer between such techniques
and users that could allow them to better appreciate the threats, attacks and re-
lated risks of using these home devices. Figure 1 shows our high-level modelling
approach, with five tasks for home users to follow. These are Use case defi-
nition, Assets and network analysis, Threat and attack analysis, Risk
definition and prioritisation, and Control definition and alignment.

Fig. 1. An overview of the framework process to model risks

In detail, the Use case definition task seeks to get users thinking about
the scenarios or uses of the IoT devices in the home. This could adopt a high
level or a specific usage perspective. To assist users, our approach relies on a sup-
port structure based on simple questions and the provision of several examples
(or question answers) at each task level. For this level, the fundamental ques-
tions that would be placed to users are: What scenario(s) or function(s) are the
smart/IoT devices intended to support? Who are the individuals in such scenar-
10s? For guidance in answering these questions, there are a number of use cases
with typical home users and relevant stakeholders accompanying the framework
that can be referenced or selected directly. For instance, two broad use cases are
Smart kitchen automation and complete Home surveillance, whilst specific cases
range from Smart home security deployment to using Smart lighting. Of course,
users may also decide to choose the most general use case, i.e., Smart home, and
indeed we suggest this the first time the framework is applied to a smart home.
Once the use cases of interest are identified, they are used to guide later tasks.

Asset and network analysis is the next task for the home user, and in-
volves them defining the devices (assets) that are needed for the use case in focus.
Additionally, here we aim to get users think about whether, and potentially how,
those devices may communicate with each other to achieve their functions; this
will be important in subsequent risk modelling tasks. The respective questions
presented to users are: What are the smart/IoT devices or products that support
the use case? How do these devices connect or work together (or simply, what
communicates with what)?
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To support individuals, the framework lists sets of devices typically used in
the home, including smart TVs, door locks, alarms, lighting, thermostats, fridges,
kettles, motion sensors, smoke detections, cameras, and hubs. Upon selecting rel-
evant devices, users are asked to connect devices that may interact with each
other. For instance, assuming the Smart door lock case, the devices used may
include the smart lock and any smart phones that connect to it. The communi-
cation definition would include links from each smart phone to the smart lock
(vendor specific app on the smart phone would define communication specifics);
these are ad hoc networks, and scoped only to this use case. If the home user
was interested in mapping the entire Smart home or the Smart home security
features, they would also need to consider all the other devices linked to the
smart phone, such as routers, PCs and other smart devices.

During this task, home users are also asked to prioritise the various IoT de-
vices identified. Two questions that the framework poses to assist individuals
are: On which devices do the more sensitive data reside? What devices might
result in the greatest harm if they were compromised (or failed to work as ex-
pected)? Users can select from the smart devices identified earlier, and annotate
them with priority details. Given the variety of users in the home, we suspect
that many may not have a good understanding of the most important devices
according to the questions above. To support this activity, aspects that may be
relevant are listed with each device in the framework’s catalogue. Therefore, for
a smart TV, its microphone and camera, in addition to the fact that it may be
used to enter account credentials (e.g., Amazon) or indeed, bank details for paid
TV, could cause it to be considered as more important than an average device.

To keep the prioritisation simple whilst remaining useful, three stepped Lik-
ert scale levels are suggested for rating; Very important (e.g., device contains
sensitive personal data such as bank details or social security numbers, or, the
device allows full physical / remote access to the home), Moderately important,
and Not that important (e.g., compromise of the device has little to no impact
on the home or individuals in it).

With the assets and ad hoc networks identified, we then move to the Threat
and attack analysis. The goal in this task is to define relevant threats, or specif-
ically threat actors and map them to attacks. The question here is: Who might
seek to harm or compromise devices or individuals in the home? Threat actors
in this context are individuals that perpetrate attacks on the smart home. While
there are an extensive set of actors that may be considered (both in terms of mo-
tive and capability), for ease of use the framework’s initial list consists of Hackers
(online), Criminals (offline), and Stakeholders / Users (Malicious/Intentional or
Unintentional). The next step is to consider and link the attacks that such actors
may launch, therefore; how may the network (or part thereof) be harmed or com-
promised? We support home users in this by drawing on our previous work [2].
In that research, we identify, describe and give comprehensive examples of the
main types of attack on IoT devices, namely, device tampering, information
disclosure, privacy breach, denial-of-service (DoS), identity spoofing, elevation
of privilege, signal injection, and side-channel attacks. In addition to this, the
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framework provides examples of how certain threat actors may launch attacks.
For instance, a hacker might conduct a DoS attack against a home router from
the Internet, or a burglar may use an infected smart phone to tamper with a
smart door lock. We note here that a glossary of all the security and risk terms
is available with the framework.

In the Risk definition and prioritisation task, the framework combines
output from previous tasks and aims to get users thinking about how at risk
are the various home devices. Key questions here are: What is the impact on an
asset of an attack, or simply, what do home users stand to lose? How likely is
the attack to occur? For both of these, users can choose options on a likert scale
from 1-3 in terms of impact and likelihood. For users, the framework highlights
that level of impact can be linked to the importance levels highlighted before for
assets. Therefore, if a criminal manages to compromise a front door smart lock,
then the impact is very significant given they then have full access to the house.
Similar to more formal risk assessment applications, likelihood is more difficult
to estimate. For this, we suggest using knowledge of the number and type of
individuals that may have access to the home, the neighbourhood of the home
itself, and any previous attack (online or offline) information. For example, in
a smart home where there are carers visiting daily to tend to the elderly, there
may be an increased likelihood of device tampering (directly) or information
disclosure (if they mistakenly connect an infected device to the home network).

To actually define the risk, the framework adopts a traditional approach of
combining the impact and likelihood scores for attacks [18]. Therefore, for a
device tampering attack on a smart lock, the impact might be very significant
(3) considering what harm could result, but not likely (1) given the individuals
live in a gated area. Using the straightforward metric of multiplication, the risk
score would be 3 (out of a possible 9). As each attack related to the use case
in focus is rated, the result would be a list of risks and respective scores. We
appreciate that risks may be best perceived and interpreted in different ways [19],
and therefore in addition to numeric scores also seek to use visual and verbal
messages according to the score values. At present, we apply simple visuals based
on colours, red, amber and green (for the main categories of high, medium and
low risk); with wording such as ‘These risks represent a serious area of concern
for the smart home (for High risks)’ also available. A future option for visuals is
to integrate risk iconography [20] in the hope of being more accessible to users.

Whilst modelling risks will allow individuals to gain insight into areas of
potential concern in their smart homes, it would be prudent to also supply guid-
ance on the management of such risks. The Control definition and alignment
task serves this purpose, by allowing home users to ask the framework: What
security controls may be applied to address the risks? There are several different
security controls that may be applied to address the various types of risk (and
underlying attacks). To assist home users in identifying relevant controls, the
framework draws on the OWASP Consumer IoT Security Guidance documenta-
tion [21] and aims to automatically link the guidance categories to the identified
attacks. These categories outline approaches to address insecure web interfaces,
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physical security of devices, network services security and privacy concerns. For
example, to address risks pertaining to insecure web interfaces and attacks such
as identity spoofing or information disclosure, guidance is given on applying two
factor authentication and engaging in network segmentation (e.g., using fire-
walls to segment critical devices). This process also allows users to witness how
controls align to the risks present.

4 Applying the framework

To apply the framework, users have the option of a prototype support tool, or
a more manual approach using the documentation provided with each task. In
this section, we describe aspects of the tool in particular, along with a simple
example of its application to a risk modelling scenario. The scenario is one where
a home user has installed a smart door lock to control access to their house. To
commence modelling, users open the tool and create a new project. From there,
they are directed to an interface for Task 1, i.e., Use case definition. In Fig. 2
we present two screenshots of the Task 1 interface.

Fig. 2. Task 1 Risk modelling tool interface. The interface allows users to draw on
predefined use cases, whilst also providing the graphical modelling, annotation and
information-support capabilities to craft their own cases (by simple drag and drop).

As mentioned in Section 3 and shown in Fig. 2, users are first presented
with questions setup to guiding the task. They can either select from the set
predefined use cases (in the dropdown list depicted), or directly create their own
by choosing relevant template items (users or use cases) from the scrollable list
to the right of each interface screen. Given this scenario is similar to one in
the predefined set, the user decided to select it to begin modelling. Selection
automatically populates the Use case canvas (a user-editable area) centre screen
with graphically depicted related scenarios and adds preliminary notes.

The scenarios added are not necessarily intended to be used as they are, but
instead should (a) help users think about other pertinent individuals and activ-
ities (e.g., a home security engineer or device installation), and (b) be modified
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to suit specific new cases. Therefore, the system then prompts users to update
the selected cases; they can rearrange, delete or add new items to the canvas as
desired. In this instance, the user has modified the initial case, and created a
more relevant one (with a mother and son in the home, and no other individuals
involved with setup or possessing access) shown to the right of Fig. 2. If users
require help or further information to assist in this task, there is an information
icon in the top right of every screen.

In the Asset and network analysis task, users are presented with a similar
structural interface to that in Task 1: with relevant questions and predefined IoT
device options at the top, a list of device options to the right, a canvas in the
middle, places to add notes, and information points. Given that the Smart lock
use case was selected in Task 1, the system automatically populates Task 2’s
canvas with a Smart lock and two smart phones (one for each user), and creates
a connection from the phones to the lock. Users are then requested to edit the
canvas as necessary, to consider on which devices sensitive data resides, and what
devices may lead to the greatest harm if compromised. The tool helps users by
presenting potential aspects (e.g., credentials on smartphones and failure of the
lock to allow entry) that may be relevant alongside each device icon shown.
Annotations are added to the icons in the canvas by double clicking them; this
also includes the 1-3 impact ratings.

The Threat and attack analysis task is next and involves using the tool to
model relevant threat actors and attacks on IoT devices in the home. Support
in this task is in the form of automated examples tailored to the previously
identified IoT devices (assets) and the home’s main users and stakeholders. Some
of these examples are presented in Fig. 3.

Fig. 3. Task 3 Risk modelling tool interface. This interface explores, in varying levels
of detail, the threats and attacks facing the smart home.

In the screenshot to the left of Fig. 3, there are examples of preset attacks
from the framework’s catalogue which users can customise as they desire. For
instance, a criminal could physically destroy a smart lock, potentially preventing
other legitimate users from accessing it. There is also the fact that individuals
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without management level access (e.g., the ‘Son’ in this case) may use their
trusted position to further elevate their or other individuals’ privileges. Most
importantly, these examples should give users some initial insight into the attacks
they may face. As with previous tool interfaces, they can use the items (here,
threat actors, attacks and IoT devices) on the right, to edit or compose additional
attacks shown on the main canvas. To the right of Fig. 3, the high-level, summary
of attacks, threat actors and the IoT system is presented; this is intended to be a
simplified version of the low-level interface (to the left). Users can toggle between
these interfaces using the ‘High Level’ or ‘Low Level” options next to the zoom
button below the canvas.

A central aim of the framework is to allow its users to better understand
and model the risks which they face through the use of smart devices in the
home. The Risk definition and prioritisation task is central to this. The tool’s
usage here is to combine user input and models previously supplied, and enable
users to add further data about attack likelihood and impact to appropriately
characterise the risk. This is achieved through a series of prompts for user input,
where the tool asks for estimates regarding these aspects; while limited support
is provided here, the tool does remind users of assets that were previously highly
prioritised, as the impact on these if compromised may be greater. The result of
entering this data is a Risk report; an example of which is shown in Fig. 4.

Fig. 4. Task 4 Risk report listing the risks facing the defined use case.

A Risk report is a list of risks, ordered in terms of their overall rating. As
shown in our running example in Fig. 4, the risks along with their corresponding
impact and likelihood ratings are expressed as an extension of each attack. This
allows the individual modelling the risks or a user wishing to communicate those
risks to others, to easily track their origin and related threat actors, whilst also
viewing other attack details. To support an accessible and accurate perception
and interpretation of risks, we use a combination of visual and verbal messages,
with colours and descriptions for risks (including impact and likelihood) [19].
Moreover, to enable users to quickly spot the most serious risks facing the use
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cases they initially identified, the system automatically orders risks by their
levels. Given that this is a report, users are not able to edit it, but as necessary
they can use the “<< Task 4” button to return to the previous screen.

The final task is Control definition and alignment. Here, the system draws on
predefined mappings between attacks and respective countermeasures to suggest
an initial set of security controls for the home users to consider. As highlighted
prior, these controls are based on the OWASP Consumer IoT Security Guidance
documentation [21]. The central tool interface is similar to Fig. 4, except for
the fact that it is editable and if relevant controls have been identified for risks,
they are listed next to each risk. For instance, consider the highest rated risk in
Fig. 4 which involves elevation of privileges through accessing a privileged smart
/ mobile device. The related OWASP guidance category is ‘I7: Insecure Mobile
Interface’, and therefore, some of the control options that would be suggested
include: requiring a PIN or password; using two factor authentication (even
biometrics, given its increased prevalence in smart phones); and enabling account
lockout functionality. Users can decide which option(s) they wish to implement
and add notes in the system if they desire. To facilitate sharing of the risk
models developed in the tool, an export function is available which presents
models similar to their representation in the interface.

5 Reflection on framework and users’ first impressions

The aim of this research was to provide a framework and supporting prototype
interface to allow the modelling and analysis of the security and privacy risks in
smart home deployments. We achieved this aim by considering the key compo-
nents of risk analyses. In developing this framework, making the security and risk
management process usable and accessible was a critical goal. This, we believe,
could make understanding the risks with new smart devices much more tangible,
thus potentially result in more proactive security behaviour. To achieve this, we
built the framework to provide simplified guidance in the risk assessment pro-
cess, and support via several predefined aspects (e.g., attacks, threats). Further
support was available in a tool prototype that home users could follow the main
five tasks, and model their own households and risks they face. We designed the
prototype with security usability guidelines in mind, especially to be accessible,
while still ascribing to the main activities in general risk management [22].
Although we believe that this is a good start at addressing a notable and
increasingly relevant gap in smart home research and practice, further work
needed both on the framework and prototype. One challenge yet to be tackled
for example, is that whilst the abstract modelling of risks and attacks possible
with the framework could help understanding, without consideration of specific
vulnerabilities in different smart devices, the analysis is arguably limited. How
we capture and include this information, and present it in a way that is still
accessible to home users is a question for future research. A related challenge is
in the mapping of security controls to risks and attacks — a high-level mapping
can offer value especially for some types of users, but specific knowledge of attack
details (possibly at the CAPEC level) may lead to better mappings of controls.
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To gather some preliminary feedback on our framework and tool interface, we
conducted informal interviews with five home technology users. The interviews
involved explaining the purpose of the framework, demonstrating how it could
be used, and then allowing them to apply it to any scenario they desired and ask
questions. Overall, most users were able to quickly adopt the process, and they
found the visual interface and support features (e.g., selection lists, automatic
mapping) useful. We did notice a few issues in the framework usage however.
For instance: (i) the way users modelled and linked assets, threats and attacks
was not always logical or correct — e.g., a criminal stealing sensitive data from a
smart light; (ii) users often disagreed on what devices should (and should not)
be included in a particular use case risk assessment; and (iii) users felt that for
complex use cases with a variety of home devices, the interface may not scale
well. Respective resulting issues that will need to be addressed therefore include:
(i) allowing flexibility but also introducing feasibility constraints on models; (ii)
reviewing the pros and cons to scoping case and risk models; and (iii) testing
the tool’s ability to scale, and potential enhancement of interface designs. These
are all aspects to be used to guide our future research.

6 Conclusion and future work

As technology continues to permeate the home, home users are facing a signif-
icant number of new security and privacy risks. This research aimed to provide
them with some insight into those risks, via the definition of a risk modelling
framework and supporting tool interface. We sought to frame these approaches
as a simple and intuitive way for users of IoT technology to model the risks they
may face in the home context. We also applied and reflected on our work, and
highlighted some key first impressions from prospective users. These reflections
identified some of the main aspects which we will seek to tackle in future work.
Particularly, the question of how to include the appropriate level of detail so
that our tool is highly usable and scales well, but still supplies home users with
the information they need to make good security decisions. Once our next itera-
tion of design and development is complete, we will conduct more detailed user
testing to evaluate the real utility of our proposal.
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